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Program prerequisites

To study this course, a student must have had the subject Statistics/Mathematics at UG Level.

Program Structure

The twbyeu program (course) developed by the University will be based on Choice Based Credit System (CBCS),
There will be four compulsory or elective (Optional) core courses of Statistics and one practical in Semester I and II
Semester III and IV is comprised three compulsory/Optional papers, one practical and one research project each. All
the papers, practicals and research projects will be of 4 credits each.

Programme Outcomes (POs)
POI: Gain sound knowledge in theoretical and practical aspects of Statistics.
P02: Apply various statistical tools in real life problems.
P03: Dacribe complex statistical ideas to non-statisticians.
P04: Handle and analyse large databasw with computer skills and use their results

and interpretations to make practical suggestions for improvanent.

P05: Get a wide range of job opportunities in industry as well as in the government sector.

Programme Specific Objectives (PSOs)

After completion of this course, the student would be able
PS01: To apply the knowledge of Statistics in all fields of learning, including higher research and its
extensr ons.

PS02: To inculcate and develop the aptitude to apply statistical tools in a number of data-generating fields in
real-life problems.
PS03: To handle large data sas and corry out data analysis using software and programming language.
PS04: To teach a wide range of statistical skills, including problem-solving, project work and presentation so

as enable to take promi nent roles in a wide spectrum of employment and research.
PS05: To understand and meet the requirements of the government and non-government sectors in terms of
professionally conducting surveys and data analysis. Thse methods will be beneficial in helping students
develop employment skills.

Examination Pattern

Internal Examination

1. One written Test of 20 Marks (15 Marks (Very Short+ Short+ Long Questions) +5 Marks Quiz),
2. Five Marks for Class performance/Attendance.

External Examination: Written Examination of 75 Marks of 3 Hours Duration.

External Examination Pattern

Unit-1: Attempt all Five questions. Each question carTia 3 Marks.
Unit-11: Attempt any Two out of Three questions. Each question carTies 7.5 Marks.
Unit-III: Attempt any Three out of Five quwtions, Each question carries 15 Marks.

A\M
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Programme/Class: VI,Sc

Cotirs ita hi 0720601 ] Course Title: Population Studies

v 1 optimization techniques for the solution of
the problems covered in course contents.

Course Outcomes On successful completion of this course. the students will be able to:
' t..'rider stiiIId }lo'+ rojlo lotion !reI)tis tntluencc \'ari\>t is isp ects tif irritit; in Iii&.

lrOliIICI ii, and ccun011 tlc as}->acts.
Understand the factors that influence the fertility, mortality and migration

• I.:nLjcrs fit!1It 1llc c{lii!!citgcs, and c>pponunitics rcl:ltcd fi> popliialioll sri)\\ th. aging. a lid (abel
tlcmogral\bic S in tIs

Max. Marks

Unit

I

11

111

IV

V

\’1

Vll

Suggested Readings:

]

I
3

4

5.

6

7

Cox, P.R (1970). Demography. Cambridge University Press

Benjamin, B. (1969). Demographic Analysis. George. Allen and Unwin
Spiegelman. M. (1969). Introduction to Demographic Analysis. Harvard University
Biswas. S. (1988). Stochastic Processes in Demography and Applications. Wiley Eastern Ltd
Keyfitz. N. (1 97 1 ). Applied Mathematica] Demography. Springer Verlag.
Office of Registrar General and Census Commissioner India (Ministry of Home Affairs)
Princip]es and accommodation of National Populations Census UNESCO.

6

DETAILED SYLLABUS
Semester: FirstYear: First

Subject: Statistics

nch itS s tRial. cil}iur.Ii

Credits: 4
Core: Compulsory

Minimum Passing Marks: . . .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

of Lectures

8

No.Topics
Introduction to Demography, Sources of Demographic data, Limitations and
uses of demographic data: Coverage and content errors in demographic data.

Use of balancing equations and Chandrasekharan-Deming formula to check
the cornpletcness of registration data. adjusLnrcnt of age data- use of Whipple.

Meyer and L,N in(lien. Pupulalion composition. Age pyramid, Dependency
ratio, Theory of demographic transition
Measurement of Mortality: Crude death rate, Standardized death rates, Age-
specific death rates, Infant Mortality rate. Definition, construction and uses of
Life table, Complete and abridged life tables.

Measurement of Fertility: Crude birth rate. General fertility rate, Age-specific
birth rate, Total fertility rate, Gross reproduction rate, Net reproduction rate.

Rate of Population Growth: Arithmetic, Geometric and Exponential growth
rates, Decadal grouTh rate Doubling time, Models for population growth and
their fitting to population data. Stochastic models for population growth.

It)

8

6

12

6

10

Internal migration and its measurement, Concept of international migration,

Net migration, Factors affecting population migration.
Stable and quasi-stable populations, Stationary population, Population
projection. Methods for population projection. Component method of
population projection.

:ShIh,
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Programme/Class: M.Sc. year: First
Subject: Statistics

Semester: First

Course Code: 0720602 Course Title: Distribution Theory

e ide a thorough theoretical knowledge and understanding of dit-t-erent t)pcs of
distributions (symmetric. compound, truncated. mixture etc.) and characterization of all the useful discrete and
continuous distributions.

Course Outcomes: On successful completion of this course, students will be able to:

• Understand different types of distributions and their application in real-life problems.

• Describe the distinguishing features of various probability distributions.

• Work with sampling distributions (central and non-central Chi-square. t and F distributions).

Credits: 4
Core: Compulsory

Max. Marks: . . ...
Minimum Passing Marks: . .. .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:
Topics

Jommr -ii£fiii;aimiiMG[haitijtil
dimensional random variabla, Distributions of transformations of random
variable

igmMii–d–i4tit;Jiioll–s. trGl8it-ed dIst-r-itil;iii;rls. Co mbou;lil distributions,
Mixture distributions, Exponential family of distributions.

Characterization and applications of discrete probability distributions’
Binomial, Poisson, Multinomial, Hyper-geometric, Geometric, Negative
binomial.

Continuous probability distributions: Uniform. Normal (univariate and
bivariate). Exponential (univariate and bivariate), Laplace, Cauchy, Bet&
Gamma, Weibull and lognormal distributions.

Sampling distributions, elementary ideas of non-central distributions: non-
central Chi-square, t and F distributions and their properties.

Distributions of quadratic forms. Approximating distributions of sample
moments, limiting moment generating function.

Order statistics. their distribution and properties. Joint and marginal
distributions of order statistics, Extreme values and their asymptotic
distributions (statement only) with applications.

4-0-0

Unit

I

No. of Lectures

10

11

111

8

8

IV

V

VI

VII

12

8

7

7

Suggested Readings:

I

l

3.

4

5.

6

Rohatgi, V. K. (1976). An Introduction to Probability Theory and Mathematical Statistics. Wiley, Ne\v
York

Hogg. Robert V. and Allen T. Craig (1995). Introduction to Mathematical Statistics 5th edition
Englewood Hills. New Jersey.

Johnson) Norman L., Samuel Kotz, and Narayanaswamy Balakrishnan (1995). Continuous Univahatc
Distributions. John Wiley and Sons

Goon, A. VI-. M.K. Gupta and B. Das Gupta (2011 ). Fundamentals of Statistics. Vol. I. -I-he World Press
Kolkata.

Mood, A.M,. F. A. Graybill and D.C. Boes ( 19963). introduction to the Theory of Statistics. Mc-Gra\v IliII
Book Company. Inc.. New York
Goon A.M., M.K. Gupta and B. Dasgupta (2002). Fundamentals of Statistics. Vol. I and 11.

World Press, Kolkata
8th Edn
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7. Hogg. R. V., E. A. Tanis and J.M. Rao (2009). Probability and Statistical Inference, 7th Edition. Pearson
Education, New Delhi

Programme/Class: M.Sc. Year: First
Subject: Statistics

Semester: First

o

Curse Objectives: To acquaint the students about the need and merits of sampling overG
implementation of various sampling schemes along with their merits, demerits and comparisons in appropriate
practical situations.

Course Outcomes: On successful completion of this course, students will be able to:

• Understand the distinctive features of different sampling schemes and related estimation problems.

• Learn about various approaches to estimate the parameters; with and without replacement sampling
scheme, sampling with varying probability of selection.

• Learn the practica] applications of the various sampling techniques in real-]ife situations.

Credits: 4
Core: Compu]sory

Max. Marks: . .
Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:
Topics

tlmeration
versus sampling, Basic concepts in sampling, Basic principles of saMple
surveys, Sampling and non-sampling errors

Types of sampling, Non-probability and probability samplings. Simple
random sampling, Sampling from finite populations with and u’ithout

replacement, Unbiased estimation and confidence intervals for population
mean and total. Simple random sampling of attributes.
Stratified random sampling, Reasons for stratification, Estimation of
population mean and its variance, Construction of strata9 Proportional and
optimum a]location, Variances of estimates under different allocations,

Comparison with simple random sampling for axed sample size,
I
population mean, Evaluation of bias and variance to the first order of
approximatiOn, and Comparison with simple random sampling.
Systema
sampling size (n), Estimation of population mean and variance of this

estimate, Comparison with simple random sampling.

Cluster Sampling, Estimates of mean and its variance for equal and unequal
clusters, Efficiency in terms of the intra-class correlation coefficient. Concept
of multistage sampling and itS application
tion of
population mean and total, Double sampli ng for stratification.
Sampling with probability proportional to size (with
nrethod). Dcs Raj estimator. Horvit,,.--l'homson's estimator. Mid-Zuno Sen
sanlpling scheme.

4-0-0

Unit

I

11

No. of Lectures

8

6

111

IV

10

8

V 10

V I

VII

10

8

Suggested Readings:

I. Cochran, William G. (1977). Sampling Techniques, 3rd Echtion. JaM Wiley and Sons, Iq

S
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2.

3.
4.

5

6

7

Sukhatma. P. V.and B. V. Sukhatme (1970). Samp]ing Theory with Applications. 2nd Edition. Iowa State
University Press
Murthy. M.N. ( 1 977). Sampling Theory and Methods. Statistical Publ ishing Society,Calcutta
Singh, Daroga. and F.S. Chaudhary ( 1986). Theory and Analysis of Sample Survey Designs. John Wiley
and Sons

Mukhopadhyay, Parimal (2008). Theory and Methods of Survey Sampling. PHI Learning Pvt. Ltd
Des Raj and P. Chandhok (1998). Sample Survey Theory. Narosa Publishing Home.
Sampat, S. (200 1 ). Sampling Theory and Methods. Narosa Publishing House.

Prog„I'll mme/Class: M.Sc. year: First
-giijmii st ics

Semester: First

1

Course Objectives: To introduce the students with the fundamentals of R-language and its applications.

Course Outcomes: On successful completion of this course, students will be able to:
• Effectively visualize and summarize the data using R-language,

• Carry out data analysis using R-language

' Interpret the results of statistical analysis.

Credits: 4
Core: Compulsory

Max. Marks: ....
Minimum Passing Marks: ....

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:

Topics
Introduction to R. Advantages of R over other programming languages, R
Studio: R C-onrnland prolnpt. R Script tile. comments. handling packages in
R, Installing an R package,

R Data t)pes: Vectors, Lils:Matrices. Aliay s. Fact8fs.bata’ ham& k
variables, Variable assignment, Data types of variable, Finding variable lso,
Deleting variables, R Operators: Arithmetic operators, Relational operators.

Logical operator. Assignment operators, Miscellaneous operators.
R Decision making: if statement, if – else statement, if – else if statement,

switch statement, R loops: repeat loop, while loop, for loop, Loop control
statement: break statement, next statement

Loading and handling Data in R: Getting and setting the working directory –
getwdo, setwdo, diro, R-CSV Files - Input as a CSV file. Reading a CSV
File. Analyzing the CSV File: summaryo, mino. maxo, rangeo. meano,
mediano, applyo - Writing into a CSV File, R -Excel file, Reading the excel
file

Data visualization usin)

and plots. Visualising Measures of Central Tendency. Variation. and Shape.

Histogram. Boxp]ot, Scatter plot, Pareto diagrams. pie chart, stem and leaf
display.

Statistical computing with R: Univariate and Multivariate statistics; Mean.
Median, Variance, Covariance. Correlation. Linear regression. One and two
sample t-tests, Analysis of Variance ( ANOVA), C-hi-square tests: goodness of
fit. Contingency tables, Non-parametric tests. Distribution functions in R.
Time series Analysis with R: Creating and manipulating a lime seris,
Components of a time series, auto-correlation and partial correlation function,

4-0-0

L’nit

I

No. of Lectures

6

11

111

8

8

IV 10

V 8

VI

Vll

10

10

,S
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testing for stationarity, Forecasting using Autoregression (AR). Moving
Average (MA),Autoregressi ve Moving Average ( ARM A) and Autoregressive
Integrated Moving Average (ARTMA) models.

Readings:Suggested

I

2

I
4.

5

6

7

8

9.

Programme/Class: M.Sc.

Course Code: 0720680

t f R-language and its applications

practically.

Course Outcomes: On successful completion of this course. students will be able to

• Learn the practical know]edge of the model fitting approach
+ Solve real life problems u'ith the knowledge of R-Software

YI lax. NIarks: ..._

Practical Examination Evaluation Method: (100 Marks)
Practical Examination Evaluation shall be based on Practical record Practical Exercises and Viva-voce

Programme/Class: M.Sc

Course Title: Probability TheoryCourse Code: 0820601

Course Objectives: To introduce students to formal probabilistic concepts that are required for a theoretical

understanding of statistical concepts by paying special attention to applications of the measure theory in the

10

Sandip Rakshit (201 7). R ProgTamnrjng for Beginners. McGraw Hill Education India.
Seema Acharya (2018). Data Analytics using R. McGraw Hill Education! India.
Gardener. M. (2012). Beginning R: The Statistical Programming Language. WileY Publications.

Braun W. J. and D. J.Murdoch (2007). A First Course in Statistical Programming with R. CambHdge
University Press, New York
Dal callrd, Peter (2(>2€)). introductory statistics u ith R. Springer
Alain F. Zuur, Elena N. leno and Erik Meesters (2009). A Beginner's Guide to R. Springer.

Michael J. Crawley (2005). Statistics: An Introduction using R. Wiley.
Maria L. Rizzo (2008). Statistical Computing with R. Chapman and Hall/CRC. Boca Raton, FL.
Chambers, J<)IIn M. (2008). Software for Data Analysis: Programming with R. Vol. 2, New York:
Springer.

Semester: FirstYear: First
Subject: Statistics

Course Title: Practical L'ab

Credits: 4
Core: Compulsory

Minimum Passing Marks: .. .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 0-0-4
No. of LecturesTopics

Problems based on fitting of Distributions.
Problems based on Simple random sampling, Stratified randoma

sampling.

Prob]ems based on Ratio and regression methods of estimation.
Problems on data analysis with R.

60
3.

4.

Problems on data handling etc u'ith R.5.

Semester: Secondyear: First
Subject: Statistics
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probability theory.

Course Outcomes: On successful completion of this course, students will be able to:

• To work with probability measures. random variables and their distributions in an abstract framework
• Prove and apply the convergence of a sequence of random variables

• Understand the concept of independence of random variables. weak and strong laws of large numbers
and central limit theorem

Credits: 4
Core: Compulsor)

Max. Marks: . .
Minimum Passing Marks: . . .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:

Topics
Classes of Sets, Fields, Sigma-Fields, Minimal Sigma Field, Borel Sigma

Field, Sequence of Sets, Lim sup and Lim inf of Sequence of Sets, Measure,
Properties of a measure, Probability Measure.

Random experiment, Outcomes, Sample space, Events, Various definitions of
probability, Laws of total and compound probability, Boole’s inequality,
Conditional probability, Independence of events, Bayes Theorem.

Random variable, Probability mass function (pmf), Probability density
function (pdf), Cumulative distribution function (cdt). Expectation of a

random variable, Properties of expectation.

Moment generating function, Probability generating function, Characterigtic
function and its properties. Uniqueness theorem, Levy’s continuity theorem.

Markov’s, Chebyche\'’s, Kolmogorov’s, Minkou'ski’s and Jenson-s

inequalities. Different modes of convergence (convergence in distribution. in
probability. almost surely. and rth mean) and their interrelations. Borel-
Cantelii lemma and Borel 0- 1 law

Weak law of large numbers (WLLN), Kolmogorov strong law of large
numbers

LiapounofPs Central limit theorem for a sequence of independent random
variables, Central limit theorem for independently and identically distributed
random variables.

4-0-0

Unit

1

No. of Lectures

8

11

111

IV

V

8

7

8

10

10

9

VI

VII

Suggested

1.

Readings:

Rohatgi, V. K. (1976). An Introduction to Probability Theory and Mathematical Statistics. Wiley. New
York
Mukhopadhyay, Parimal (20 12). Theory of Probability. New Central Book Agency.
Bhat, B. R. (2014). Modern Probability Theory. Wiley Eastern Limited.
Pittman, J. ( 1 993). Probability. Narosa Publishing House.
Mood, A. M., F. A. Graybill, and D. C. Boes (1963), Introduction to the Theory of Statistics. McGraw
Hill Book Company, Inc., New York.
Ross, Sheldon M. (2014). Introduction to Probability Models. Academic Press.
Ash. Robert B. (2000). Probability and Measure Theory. Academic Press
Hogg, R. V.. J. McKean, and A. T. Craig (2013). Introduction to Mathematical Statistics, 7th Edition
Pearson.

’)

3

4
5.

6

7

8

ramme/Class: M.Sc. Year: First Semester: Second
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Subject: Statistics

Course Code: 0820602 Course Title: Statistical Inference-I

Cbll-rsi Obj a+v;sibb iCCid; a £yst e-1-natica8ioini8fF;olnt estlmatior; and hypothesis testing. together with theil

applications

Course Outcomes: On successful completion of this course the students will be able to:
, Understand the various estimation and testing procedures to dea] with real-life problenls.

e Learn about the Fisher Information, lower bounds to variance of estimators, and MVUE
, Understand the concept of the Neyman-Pearson fundamental lemma and UMP test

Credits: 4 Core: Compulsory

Max. Marks: ..... Minimum Passing Marks: . . .

Tota1 No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

Unit

I

Topics
1 us, Efnci lcY,
Sufllciency and Completeness. Sufficiency when the range of variate depends

on the parameter. Characterization of distribution admitting sufficient
statistics, Factorization theorem
e

Extension of Cramer-Rao inequality for multi-parameter case, Bhattacharya
bounds.

meorem, Lehman-Scheffe’s theorem. Uniformly Minimum
Variance Unbiased Estimator (UMVUE),
Estimation methods of Maximum likelihood, Minimum chi-square, Moment

and Least squares. Optimal properties of maximum likelihood estimator,
Existence of a Best Asymptodcally Normal (BAN) estimate, Hazoor Bazar’s
theorem

Null. alternative. simple and composite hypotheses, Concept of Critical
Region. Critical function. Two-type of Errors. Power of a Test. Level of
Significance, p-value, Neyman-Pearson Lemma and its Generalization,
Uniformly Most Powerful (CMP) Test, UMP tests for simple null
hypothesis against onesided alternatives and for one-sided null against one-
sided alternatives in one parameter exponential family. Extension of these
results to distributions with Monotone Likelihood Ratio (MLR) property

Randomized Tests, Uniformly Most Powerful unbiased (UMPLF) test, Types
A, Al Critical Regions, Likelihood Ratio Test.

No. of Lectures

8

11

111

IV

8

8

8

10V

VI

Vll

10

8

Suggested Readings:

I
a

3

4

5

6

7

8

9

Kale. B.K. (1999). A First Course on Parametric Inference. Narosa Publishing House.
Dudewitz. E. J. and S.N. Mishra (1988). Modern Mathematical Statistics. John Wiley.
Rao, C.R. ( 1973 ). Linear Statistical Inference and its Applications. Wiley Eastern.
Lehman E.L (1988). Theory of point estimation. John Wiley.
1.chmann, E.L. ( 1986). Testing Statistical IIypotheses. Student Editions
Zacks. S. ( 1 97 1 ). Theory of Statistical Inference. Wiley. New York.
Rohatgi, V.K. (1988). An Introduction to Probability and Mathematical Statistics. Wiley Eastern. Nc\v I)clhi
Ferguson. T.S. (1 967). Mathematical Statistics. Academic Press.

Gupta. S.C. and V.K. Kapoor (2000). Fundamentals of MaLhematica] Statistics. 10lh Edition. Sultan Chand
and Sons

r/
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10. Banosz}bski, R. and M.N. Bugaj (2007). Probability and Statistical Inference. John Wiley and Sons

.r0
G

Programme/Class: M.Sc. year: First

Subject: Statistics

Semester: Second

Course Code: 0820603 Course Title: Linear Models and Experimental Designs

Course Objectives: To provide the students the ability to understand the design and conduct experiments. as well
as to analyze and interpret data.

Course Outcomes: On successful completion of this course the students will be able to
• Understand the concepts of linear estimation.
• Know about the theory and applications of ANOVA, ANCOVA
• Apply and analyse various forms of Designs i.e., CRD, RBD, LSD etc. to various fields of applications.

Credits: 4
Core: Compulsory

Max. Marks: . . .
Minimum Passing Marks: .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0
Unit

I

Topics
Gauss-Markov linear models, Estimable functions, Error and estimation space,
Normal equations and least square estimators, Properties of least square
estlrnator s.

No. of Lectures

8

IT

111

IV

Generalized inverse of a matrix and solution of normal equations, Variances and
covariances of least square estimators. Best ]inear unbiased estimator (BLUE). 7

One-way and t\vc>way classifications. fixed. random and mixed effects models.
Analysis of variance for one-way and tu-o-way classi6 cations.

Multip1

Duncan Analysis of Covariance for a one-way layout with concomitant variable.

6

9

10

8

12

The basic principle of experimenta] design (Randomization, Replication and Local
control), Complete analysis and layout of completely randomhed design (CRD))
Randomized block design (RBD) and Latin square desigr (LSD), and Missing plot
technique.

o

confounding.

BD) with
parametric relations and analysis under a fixed effect model, Split Plot Design and
Strip Plot Design.

V

VI

VII

Suggested Readings:

1. Joshi, D.D. ( 1987). Linear Estimation and Design of Experiments. John Wiley
2. Bapot, R.B. Linear Algebra and Linear Model. Cambridge University Press.
3. Das. M.N. and N.C. Girl (1986). Design and Analysis of Experiments. 2"d Edition. Wiley.
4. Cochran W.G. and G.M. Cox (1959). Experimental Design. Asia Publishing House.
5. Kempthorne, O. (1965). The Design and Analysis of Experiments. Job Wiley
6. Federer, W.T. (1955). Experimental Design: Theory and Applicatiorb. Oxford and IBH (p) Ltd.. New Delhi
7. Montgomery. D.C. (2008). Design and Analysis of Experiments. john Wiley.
8. John, P. W.M. (1971 ). Statistical Design and Analysis of Experiments. Macmillan Co., New York.

Ah/
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Programme/Class: M.Sc. Year: First

Subject: Statistics

Semester: Second

1 d Reliability Theory
Course Objectives: To equip the students with the concepts of Statistical Quality Control, Quality Assurance and

Performance Analysis

Course Outcomes: On successful completion of this course the students will be able to
• Understand the techniques of Statistical Quality control and application of these techniques to improve

the quality of production.
• Apply reliability tools to improve the system's reliability.

Credits: 4
Core: Compulsor}

Max. Marks: .. ._
IV[inimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

1 )

Statistical process and product control, Quality of a product. Need for quality

1 1 contro], Basic concept of process control, Process capability and Product control. 1 6

General theory of control charts. Causes of variation in quality, Control limits,
Charts for variables: R, (X, R), (X, a) charts., Charts for attributes: p-chart, np-
chart. C-chart.

Sampling inspection v,'s 100% inspection. Introduction to acceptance sampling.
Rejection and Rectification types. Consumer’s risk. Producer’s risk. Acceptance
sampling p]ans for attributes: Single, Double, Multiple and Sequential sampling
plans and their properTies, OC, AOQL, ASN and ATI curves.

Reliability. its concept and measures. (-omponents and systems, Reliability
tttnction. Failure rate, Hazard rate, Hazard models, Bath-tub failure rate curve,

Reliability estimation with complete and censored sample.

Lifetime distributions: Exponential, Weibull, Gamm& Normal, Bivariate
exponential distributions. Estimation ofparametus and tests in these models.

System configurations: saw, Parallel, Parallel-seM) Mm
out of- n and related con6gurations. Mean time to system failure (MTSF) and
mean time between failures.

Concept of redundancy, different types of redundancy and its use in reliability
improvement. Analysis of reliability and MTSF of n-unit standby redundancy.
Analysis of non-identical unit seris system with constant failure and repair rates)
two identical unit active and passive redundant s)6tems with constant failure and
repaIr rates.

11

111

7

8

IV

V

VI

10

10

9

VII 10

Suggested Readings:

1

9

3

4

5

6.

7

Barlow R.F. and F. Proschan ( 1965). Mathematical Theory of Reliability. John Wiley, New York.
Sri Nath, L.S. Mathematical Theory of Reliability. Affiliated East West Prns P\1. Ltd.

Balagurusamy, E. (1984). Reliability Engineering. Tata McGraw Hill Publishing Company Ltd. New Delhi.
Bowkder A.K. and H.P. Goode. Sampling Inspection by Variables. McGraw Hill Edition.
Montgomery, D.C. (2009). Introduction to Statistical Quality Control. Wiley India Pvt. Ltd
Goon, A.M., M.K. Gupta and B. Das Gupta (2002). Fundamentals of Statistics, Vol. 1 and 2. The World Press
Kolkata

Sinha. S.K. (1986). Reliability and Life Testing. Wiley Eastern.

4]5Lw
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8. Lawless, J.F. (2003). Statistical Models and Methods for Life Data. Wiley.
9. Marshall, A. W. and I. Olkin (2007). Life Distributions. Springer,

Programme/Class: M.Sc. Year: First
Subject: Statistics

Semester: Second

I

e p the theoretical foundation of regression models and understand fundamental
concepts of regression analysi,.

Course Outcomes: On successful completion of this course. students will be able to:

• Understand simple and multiple linear regression models with their applications
• Learn model adequacy using classical diagnostics, awareness of potential problems (outliers. etc.) and

application of remedies to deal with them.

• Understand the basic concepts of logistic, Poisson and generalized linear models.

Credits: 4
Core: Compulsory

Max. Marks: . ....
Minimum Passing Marks: . .. .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0
Unit

I

Topics
mmria=8@siG11 baliairs:
Hypothesis testing on the slope and intercept, Interval estimation in simple linear
regression, Prediction of new observations. Coefficient of determination.
Estimation by method of maximum ]ikelihood

Multiple linear regression models, Estimation of the model parameters,

HypoThesis testing in multiple linear regression. Confidence intervals in multiple
regression, Coefficient of determination and Adjusted R:

o y variable.

Residual Analysis. Detection and treatment of outliers. Residual plots. The
predicted residual error sum of squares (PRESS) statistic.

Test for lack of nt of the regression model. Transformation and Weighting to
Collect Model Inadequacies. Variance stabilizing transformations,
Transformations to linearize the model, Analytical methods for selecting a
transformation on study variable

g ession
Models, Polynomial models in one variable, Orthogonal Polynomialsp Piecewise
polynomial (Splines). Variable Selection and Model Balding, IncorTect model

specifications, Eva]uation of subset regression model, Computational techniques
for variable selection

Loastic and Poisson regression models: Introduction, Linear predictor and link
fLmcdons, logit, probit, odds ratio, maximum likelihood estimation. test of
hypothesis.

Generalized linear models: Exponential family of distribution. Linear predictors
and link functions, Maximum likelihood estimation of GLM. Prediction and
confidence interval with GLM

No. of Lectures

10

IT

111

IV

8

8

10

V 10

VI

VII

6

8

Suggested Readings:

//
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1.

a

3

4

S

6.

Montgomery, D.C., E. A. Peck, and G.G. Vining (2015). Introduction to Linear Regression Analysis, 5th

Edition. Wiley.
Rao, C.R. (2009). Linear Statistica] Tnference and its Applications, 2nd Edition. Wiley.
Draper. N.R. and H. Smith (2011 ). Applied Regression Analysis. 3rd Edition. Wiley.
Chatterjee, S. and A.S. Hadi (2012). Regression Analysis by Example, Sth Edition. Wiley.
Fox. J. and S. Weisberg (2019). An R Companion to Applied Regression. 3rd Edition. Sage Publications
P. McCullough and J. A. Nelder ( ] 989). Genera]ized l'inear Models. 2nd Ed,. Chapman and llall

Programme/Class: M.Sc. year: First Semester: Second

Subject: Statistics

Course Code: 0820680 Course Title: Practical Lab

Course Objectives: To introduce the students with the Estimation of parameters techniques, testing of hypotheses,

Analysis of variance techniques and Experimental designs.

Course Outcomes: On successful completion of this course, studarts will be able to:

• Solve day to day problems with knowledge of Statistical Inference
• Learn the application of Design of experiments in real life scenario.

C

N

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 0-04

Topics
1. Problems on Estimation of Parameters.

2. Problems based on Tating of Hypothesis.
3. Problems based on One-u'av and Two-way ANOVA.
4. Problems based on CRD, RBD and LSD.

5. Problems based on Factorial Experiments.
6. Problems based on Control charts

7. Problems based on Regression analysis.
Practical Examination Evaluation Method : (100 Marks)

Practical Examination Evaluation shall be based on Practical record. Practical Exercises and Viva-voce

No. of Lectures

60

Programme/Class: M.Sc. Year: Second

Subject: Statistics
Semester: Third

Course Code: 0920601 Course Title: Statistical Inference-II

Course Objectives: To provide deeper knowlcdgc of inferentia1 statistics such as sequenLia1 estimation. OC’ and
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) arametric tests.

Course Outcomes: On successful completion of this course. students will be able to:
• Have an understanding of interval estimation and its relationship with the testing of hypothesis

• Learn the basic concepts of nonparametric techniques

• Understand the sequential probability ratio test and its application

Credits: 4 Core: Compulsor}
Max. Marks: .. . . Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:

Topics
Interval estimation. Confidence interval. One sided lower and upper
confidence intervals, Two-sided confidence intervals, Pivotal method of
constructing Confidence Interval, General method of constructing large
sample confidence intervals with examples.
Shortest length Confidence Intervals. and Relationship with the Testing of
Hypothesis

Probability Integral Transformation, Estimation ofQuantiles, Construction of
Confidence Interval for Population Quantiles.

a r distribution-Bee methods, Tests for location, Sign test for
one and twesample problems, Wilcoxon’s signed rank test.

Test for Randomness, Median test, Mann-Whitney test, Kolmogorov-Smrinov
(K-S) test for one and two samples.

The sequential probability ratio test (SPRT) and its application to Binomial.
Poisson, Normal. and other simple cases.
e eristic (OC) function of SPRT. Average sample number
( ASI\) function and their application, termination theorem of SPRT with
probability one. Wald's fundamental identity and its uses

4-0-0

Unit

I

No. of Lectures

10

11

111

IV

V

VI

5

10

10

7

10

8VII

Suggested Readings:

I

2

3

4.

5.

Gupta. S.C. and V.K. Kapoor (2008). Fundamentals of Mathematical Statistics, S.Chand and Sons.
Wald, A. Sequential Analysis. John Wiley and Sons New York
Gibbons, J.D. (1971). Non-parametric Statistical Inference. McGraw Hill Intunational Edition
Siegel. S. (1988). Non-Parametric Statistics for the Behavioral Sciences. McGraw Hill Edition.
Mood, A.M., F. A. Graybill and D.C. Boes (20 1 1). Introduction to the Theory of Statistiu, 3"i Edition. Tata
McGraw Hi]1 Pub. Co. Ltd

Goon, A.M., M.K. Gupta and B. Das Gupta (2002). Fundamentals of Statistics, Vol. 2. The World Press,
Kolkata.

Rohatgi, V.K. (1984). An Introduction to Probability Theory and Mathematical Statistics. Wiley Eastern Ltd
New Delhi.

Lehman, E.L. (1983). Theory of Point Estimation. John Wiley.

6.

7.

8.

Programme/Class: VI.Sc Year: Second

Subject: Statistics

Semester: Third

Course Code: 0920602 Course Title: Economic Statistics

Course Objectives: To make the students conversant with economic statistics through time sell cs anajysjs and
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demand analysis and with various techniques used in summarization and analysis of data related to demographic
and vital events

Course Outcomes: On successful completion of this course the students will be able to

• Have an understanding of various models and components of time series analysis for forecasting
purposes.

• Know the basic concepts of demand analysis

• Have an understanding of index ntllnbcl-s that Incastlr c' (hc magilili idc of’ econ,; Inic changes o\ cr tIll I,

Credits: 4
Core: Compulsory

Max. Marks: . . Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:

Topics
Time Series Analysis: Object, Decomposition, Components of a time series.
Additi\'e and multiplicative models. Examples of time series. Trend
component, Polynomial, Logistic, Gompertz and log-normal trend functions,
Smoothing by moving average.

Spencer’s formulae, Slutsky-Yule effect, Variate difference method
Measurement of seasonal and cyclical components.

Periodogram and Harmonic Analysis, auto-correlation and partial correlation
function, testing for stationaHty, Forecasting using Autoregression (AR),
Moving Average (MA), Autoregressive Moving Average (ARMA) and
Autoregressive Integrated Moving Average (ARIMA) models.

Iasticity
of Demand Income Elasticity of Demand. Utility Function.

3udget and
Time Series Date. Leontief’s Method, Pigou’s Method, Engel Curve and its
di fferent forms, Pareto’s Law of Income Distribution

index Numbers: Criteria of a good index number, Price relatives and quantity
or volume relativ6, Link and chain relative:;' composition of index numbers:
Laspeyre's. Paasche’s, Marshal Edgeworth and Fisher index numbers. tests
for index number.

Chain base index number. Constrvction of index numbers of wholesale and
corlsunler prICes,

4-0-0

Unit

I

No. of Lectur&

10

11

111

IV

V

7

10

10

8

VI

VII

8

7

Suggested Readings:

I

a

3

4.
5

6

7.

8

9.

Gupta. S.C. and V.K. Kapoor (2008). Fundamentals of Applied Statistics. S. Chand and Sons

Box9 G.E.P. and G.M. Jenkins (1976). Time series analysis-Forecasting and Control. Holden-day.
Ken(ia]1) M.C' and A. Stuart ( 1966). The Advanced Theory of Statistics, Vol. 3. Charles Griffin. London
Kendall) Sir Maurice and J.K. Ord f 1990). Time Series, 3"1 Edition. Edward Arnold
Wald, H. Demand Analysis. The Academic Press
Johnston, J. (1984). Econometric Methods. McGraw Hill. New york
Gujarati, D. N. (2004). Basic Econometrics. Tata McGraw Hill
Maddala. G.S. and K. Lahiri (2012). Introduction to Econometrics. Wi]ey
Madnani p G.M.K. (2015). Introduction to Econometrics: Principles and Applications. Oxford & IBH
Publishing Co Pvt.Ltd.

b-g
P,h
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Programme/Class: M.Sc. Year: Second

Subject: Statistics

Semester: Third

o

Course Objectives: To provide the ideas of formulating mathematical modeling and their optimum so]ution in the
context of practical problems belonging to Govt,/Pvt. sectors

Course Outcomes: On successful completion of this course the students will be able to
• Have an understanding of various models and components of time series analysis for forecasTing

puFposes.

• Know the basic concepts of demand analysis.
• Knobv about the 1 )}li iii}i/,( cktbt$ iIS>Cc: :ilt'a \vII it iiI\ gill('ties NIk: iI :.iS }- lirr ifit be CO> 1.\. L i! r: \ iII:.I C.)\{>

all(! stoi-ugc ( i>q IS

Credits: 4
Core: Compulsory

Max. Marks: . .
Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P:

Topics
Definition and scope of operations research (OR), Modelling in
O.R., Applications of O.R. Mathematical formulation of Linear Programming
Problem (LPP), Graphical method to an LPP.
Convex set, convex combination and extreme points. simplex method to solve
an LPP with s]ack, surplus and artificial variables, consuuction of dual of dn

t ,orner

rule. Unit cost penalty method and method of Manix minima? Optirrmlity test.
Unbalanced transportation problem. Degeneracy in transportation problem.
Assignment problems. formulation of these problems and their solutions.
unbalanced assignment problems.

Inventory contrOl: Problems of invenioi;' aniit fJ ;;rio(15 c’osti issbci hed
with inventory control, EOQ models wiTh uniform/non-uniform rate of
demands when shortages are allowed and not allowed while the

rePlenishment of inventory is instantaneous9 Newspaper Boy problem.
)onents
of a queueing system, Pure Birth Process; Pure Death Process, Birth and

Death Process, M/M/1, M/M/1 (Generalized), MM/I/FCFS/BOm7 M/M/c,
Erlang’s loss model, Machine repair problem
d addle
point, Solution of Zero sum two person games-2x2 p 2><n p m><29 and mxn by
mrnlmax and maximin techniques, arithmetic method, algebraic method,
dominance principle, sub-game method and linear programming
techniques.

L.PP

4-0-0

Unit

I

No. of Lectures

8

11

111

IV

V

7

10

6

10

VI
10

VII 9

Suggested Readings:

I

2
3

4

5.
6

Taha! H. A- (1982). Operations Research: An Introduction. MacMillan Publishing Company, New York
HIlllerl F.S- and G. J. Leibuman (1962). Introduction to Operations Research. Holden Day.
1<anti Swaroop, P,K. Gupta and M.M. Singh (]985). Operations Research. Sultan (-hand and Sons
Mckuisey. J.C.C. (1952). Introduction to the Theory of Games. McGraw Hill
Saaty, T.L. (1 96 1 ). Elements of Queuing Theory with Applications. McGraw Hill
Gross, D. and C.M. Harris ( 1974). Fundamentals of Queuing Theory. John Wiley.

Ah
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7. Mckinsey, J.C.C. (1952). Introduction to the Theory of Games. McGraw Hill

Programme/Class: M.Sc Year: Second
Subject: Statistics

Semester: Third

o

Course Objectives: To provide students with knou'ledge of national and international statistical systems.
Course Outcomes: : On successful completion of this course, the students will be able to

• Know the overall statistical systems in the country.

• Understanding of roles and responsibilities of major statistical organisations.

• Know methodologies and agencies involved in the population census and important sample surveys.

Credits: 4
Core: Compulsory

Max. Marks:
Minimum Passing Marks: .

Total No. ofLectares-Tutorials-Practical (in hours per week): L-T-P:
Topics

Introduction to Indian and International statistical systems: Role, function and
activities of central and state statistical organizations, Organization of]arge-
scale sample surveys, Roles, Responsibilities, Impollant activities, Collection
and compilation of data, Analysis and dissemination, Agencies Involved
r O; Roles
and responsibilitia; Important activities, Publications etc.
National Statistico
Legal Acts/ Provisions/ Support for Official Statistics; Tmportant Acts.,

Calculation, Usaga, Reliability. Draw Backs: Indicators relating to energy,
En\ironment, Gender. Industry. Social Statistics and trade.
s and
Census by NSSO, Labour Bureau, RBI etc. Indicators, Agencies and usage
and Principal publications containing such Statistics, National Family Health
Survey, Socio-Economic Indicators, Gender Awareness/Statistics9 Inportant
Sulvevs
)ds of
data collection Dissemination, Agencies involved.
Ag'icu]tural Census: Its objectives, Methods of collection, Agricultural data.
Its features, Utility of Census, Merit and Demerits of Agricultural Census9
Principal, Publications of Agricultural Data.

4-0-0

Unit

1

No. of Lectures

10

11

111

IV

8

8

8

V

VI

VII

10

8

8

Suggested Readings:

I
l
3

4
5

6.

Basic Statistics Relating to the Indian Economyp CSO. 1990.
Guide to Official Statistics, CSO. 1999

Statistical System in India, CSO, 1995.
V.G. Panse ( 1964). Estimation of Crop Yields) FAO (Rome).
Month]y Statistics of Foreign Trade in India, DGCIS, Calcutta and other Gow. Publications

Principles and accommodation of National Population Censuses, UNESCO.

ramme/Class: M.Sc Year: Second Semester: Thi;a
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Subject: Statistics

e

Course Objectives: To include the methods of estimation and testing of hypotheses in the BaYesian hamework.
Course Outcomes: On successful completion of this course. students will be able to:

• Obtain Bayes estimators for population parameters.
e Develop tests and confidence intervals for population parameters.

Credits: 4 Core: Compulsory

Max. Marks: Minimum Passing Marks: . .. ,

Tota1 No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

Lnit

I

11

Topics
r dndomised

decision rules> Minimax and Bayes decision rules, Bayes and Minimax estimators.

An outline of Bayesian frame\york, Bayes Theorem, Types of priorsT Conjugate
prior9 proper and improper priors9 subjective prior etc., Methods of obtaining

pn ors .

ctions, Squared error loss function (SELF), Absolute erTor loss,
O-1 loss, Asyrnnretric loss functions such as LINEX and Entropy loss functions.
Mixture of loss functions.

Computation of postelior distribution, Bayesian calculations, Monte Carlo
Technique, Approximation methods, Empirical method, Gibbs sampler.
e M
Confidence Coefficient of an Interval and its Comparison with the Coefficient of
Classical Confidence intervals.

Specification of the Appropriate Form of the Prior Distribution fi)r a Bayesian
Testing of Hypothsis Problem.

Prior Odds, Posterior Odds, Bayes Factor, Bayesian Information Criterion (BIC).

No. of Lectures

8

8

111

TV

10

10

10

8

6

V

VI

VII

Suggested Readings:

1. Goon A.M., M.K. Gupta and B. Das Gupta. An Outline of Statistical Theory. Vol. 2. The World Press Private
Ltd. Calcutta

Rohatgi, V.K. (1984). An Introduction to Probability Theory and Mathematical Statistics. Wiley Eastwn Ltd.
New Delhi

Hogg R, V. and A.T. Craig ( 1971). Introduction to Mathematical Statistics. Princeton
University Press.
Wald, A. Statistical Decision Functions. John Wiley and Sons, New York.
Ferguson T.S. Mathematical Statistics- A Decision-Theoretic Approach. Academic Press.
Robot, C.P. and G. Casella ( 1 999), Monte Carlo Statistical Methods. Springer Verlag.
Berger, J.O. Statistical Decision Theory and Bayesian Analysis. Springer Series.

a
jng

3.

4.
5.

6

7.

A

/]sUm
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Programme/Class: M.Sc. Year: Second
Subject: Stati-stics

Semester: Third

v gns

Course Objectives: To provide the knowledge of the construction and anal wis of various applied designs such as

BIBD, Factorial designs etc

Course Outcomes: : On successful completion of this course the students will be able to
• Lean about MOLS, BIBD, PBIBD, Factorial etc.

• Apply these designs in real-life scenario

Credits: 4 Core: Compulsory

Max. Marks: Minimum Passing Marks: . .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

Unit

1

11

Topics
Elementary Theory of groups, Elements of Projective and Euclidean Geometries,
Galois field

ConstTUction of (i) Mutually orthogonal Latin squares (MOLS) (iiI Hyper Graeco
Latin Squares (iii) Incomplete Block Designs (Balanced and Partially Balancedl
(iv) Totally and partially Confounded symmetric factorial designs.

Incomplete Block Daign, Balanced Incomplete Block Design (BIBD), Partially
Balanced Incomplete Block Design (PBIBD), Analysis of BIBD with recovery of
inter-block information.

Factorial experiments, factorial effects, Testing of significance of factorial effects
of 22, 23 and 32experiments. Yates procedure for estimating the effects.

(Analysis of factorial designs (2x4 3x3

No. of Lectures

6

10

111 10

10

7

In

7

IV

V

VI

VII

Complete and partial confounding, construction of symmetrical confounded
factorial experiments.

Response Surfaces, Fractional replication in case of 2" and 3- types, Analysis of
group of experiments.

Suggested Readings:

1

2.

3

4
5

6

7.

Dey, A. (1986). Theory of Block Designs. John Wiley and Sons.
Dean. A. and D. Voss (1999). Design and Analysis of Experiments. Springer.
Das. M.N. and N.C. Gin (1 986). Design and Analysis of Experiments. Wiley Eastern.
Joshi. D.D. (1987). Linear Estimation and Design of Experiments. New Age International Pvt Ltd.

Montgomery, D.C. (2005). Design and Analysis of Experiments, 6lh Edition John Wiley and Sons.
Gin , N.C. (1986). Analysis of Variance. South Asian Publishers.
Scheffe, H. (1959). The Analysis of Variance. John Wiley.

Programme/Class: M.Sc. Semester: Thirdyear: Second
Subiect: Statistics

Course Title: Practical LabCourse Code: 0920680

Course Objectives: To introduce the students with the interval estimation technique. Non-parametric tests
Sequential analysis and Economic Statistics

Course Outcomes: On successful completion of this course. students will be able to
lnreter though Interval atimationLearn how to estimate•
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Perform Non-paralnetric tests on real datasets.
Perform Economic statistics on real datasets

Core: CompulsoCredits: 4

Minimum Passing MarksMax. Nlarks:
mi of Lectures-Tutorials-Practical (in hours per week): L-T-P

Topics
r io
2. Problems based on Non-parametric tests

3. Problem based on Sequential test
4. Problems based on Economic StatisTics

5, Problems based on Advanced experimental designs

Practical Examination Evaluation Method: (100 Marks)
Practical Examination Evaluation shall be based on Practical record. Practical Exercises and Viva-voce.

Programme/Class: M.Sc. I year: Second
Subject: Statistics

Semester: Fourth

o

n e students to the analysis of observations on several correlated random variables
for a number of individuals and their practical applicability.
Course Outcomes: : On successfUI completion of this course, the students will be able to

• Account for important theorems and concepts in multivariate analysis.
• Understand and apply the statistical estimation and testing procedures in the multivariate scenario

Credits: 4
Core: Compulsor)

VIal. Marks:
Minimum Passing Marks: .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

Unit

I

11

Topics
Multivariate normal distribution. Distribution of random vector Y – CX when C is

a non-singular matrix. Distribution of p-vaHate random vector Z = DX when D is a
qxp matrix of rank q (< p), characterisation of p-variate normal distribution.
Marginal and conditio
random vector, Moment generating function, Characteristic function of a normally
distributed random vector, Reproductive property of a p-variate normal
distribution

Maximum likelihood atimators of Mean vector and covariance matrix.

Distribution of sample mean vector, Tnference concerning the mean vector when
the covariance matrix is known. Distribution of the Quadratic Forms.

Hote]ling’s T2 and its sampling distribution, application in test on mean vector for
one and more multivariate normal population and also on equality of components
of a mean vector in multivariate normal population. Mahalanobis’ D2 statistic
r e generalized

variance. null and non-null distribution of multiple correlation coefficients.

Multiple regression Analysis. Multiple and Partial Correlations and their
Estimation. Distributions of Partial and Multiple Correlation Coefficients in
Samples hom Vlultivariate Normal Populations in the Null cases only

No. of Lectures

8

8

111

TV

V

VI

8

8

8

10
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Problem of Classification into one of the two categories, Procedures of
Classi6cation into one of two populations with known density functiorb. Priori
probabilities and costs of nrisclassification, Bat Regions of Classification into one
of two known Multivariate Normal Populations, Fisher’s Discriminant fUnction.

Suggested Readings:

1. Anderson. T.n'. ( 1982). Multivariate Analysis. Wiley Eastern Ltd., New Delhi.
2. Gin, N.C. (1977). Multivariate Statistical Inference. Academic Press.
3. Morrison, D.F. ( 1976). Multivariate StatisTical Methods, 2"1 Edition. McGraw Flill.

4. Kshirasagar. A.M. ( 1972). Multivariate Analysis. Marcel Decker.
5. Muirhead. R. (1982). Aspects of Mu]tivariate Statistical Theory. J. Wiley.
6. Rao, C.R. ( 1973). Linear Statistical Inference and its Applications. 2"d Edition. Wiley.
7. Johnson. R. A. and D. W.Wichern (2015). Applied Multivariate Statistica] Analysis, Sixth Edition,
8. Pearson Education India.

9. HardIe, W.K. and Z, Hlavka (2015). Multivariate Statistics, Springa.
10. Anderson T. W. (2003). An Introduction to Multivariate Statistical Analysis, Third Edition, Wiley.
11. Singh. B. M. (2004), Multivariate statistical analysis, South Asian Publishers.

Programme/Class: M.Sc. Year: Second
Subject: Statistics

Semester: FourTh

tal;Mo©616Bt)F–T–mAcesIX(Kim)msi-i
e --ditTerent types of stochastic proc6s, random walk. and renewal theory with their

wide applicability in social science. economics and management sciences.
Course Outcomes: : On successful completion ot'this course the students wiI] be able to

• Know about various Stochastic Processes and applications of these processes in real-II fc scenarios

• Apply various life testing models in real-life situations.

Credits: 4
Core: Compulsory

Max. Marks: . .
Minimum Passing Marks: .. .

Fotal No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0
tnit

I

11

Topics
Stochastic Procwses: Introductiorl classification according to state space and time
domain. Countable state Markov chains, transition probability matrix.
Chapman-Kolmogorov equations, calculation of n-step transition probabilities and
their limits, Stationary distribution. Transient Markov chain, Random walk and
Gambler’s ruin problem.
Continuous-time Marko r

generalizations of Poisson process, simple birth-process, simple death-process.

simple birth-death process, linear birth-death process. First passage time
distribution.

Concepts of survival function. failure rate or hazard function. mean residual life
and its properties.

Different types of censoring vIz., left (type I), right (type II) with real-life
exampl w.
Estimation of mean survival time and variance of the estimator for type I and type
11 censored data. Estimation of survival parameters with Exponential. Weil)uII.
Normal, Log-nonnal and Gamma models for failure data

No. of Lectures

]0

10

111

V

VI

VII

10

10

8

12

sh/
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Suggested Readings:

Sheldon, M. Ross (1996). Stochastic Processes, 2-d Edition. Wiley Easturl
Biswas, S. (1995). Applied Stochastic Processes. Wiley.
Bailey, Norman T. (1965). The Elements of Stochastic Processes, John Wiley and Sons, Inc.
Doob, J.L. (1953). Stochastic Processes. Wiley New York.
Kale, B.K. (1999). A First Course on Parametric Inference. Narosa publishing House,
Medhi, J. (1982). Stochastic Processes. Ist Edition. New Age International (P) Ltd
Sinha, S.K. (]986). Reliability and Life Testing. Wiley Eastern Ltd. Delhi, India
Parzen, E. (1962). Stochastic Processes, Holden-Day.
Cox. D. R. and D. Oakes (t 984). Ana]ysis of Survival Data. Chapman and Hall. New York.

Programme/Class: M.Sc. Year: Second

Subject: Statistics
Semester: Fourth

o

mrMme : To introduce the students to econometrics and its applications ina::
Course Outcomes: On successfUI completion of this course the students will be able to:

• Perform analyses of economic data based on a broad knowledge of the linear regression model.

• To specify assumptions, formulate and estimate appropriate models, interpret the results and test
their statistical significance.

Credits: 4
Core: Compulsory

Max. Marks
Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0
L’nit

I

Topics
Introduction to econometrics. A review of least squares and maximum likelihood
estimation methods of parameters in classical linear regression model and their
propert les

The general linear model (GLM) and its extensions, Ordinary least squares (OLS)
estimation and prediction, Generalized least squares (GLS) estimation and
prediction.

Aut ocorrelation, its consequences.
autocorrelation, Durbin Watson test.

Multicnllinearity problem, its implications and tools for handling the problem.
ridge regression.

Heteroskedasticity, consequences and tats for it, estimation procedures under
heteroskedastic disturbances, Bartlett’s test, Goldfelf Quandt test, Dummy
Variable Models.

Linear regression and stochastic regression, instrumental variable estimation,
Errors in variables, autoregressive linear regrusion, lagged variables, distributed

lag models. estimation of lags by OLS method, Koyck’s geometric lag model.
Simultaneous linear equations model and its generalizat
problem, restrictions on structural parameters, rank and order conditions.
Estimation in silnultaneous equations model. recursive systems, 2 SLS estimators.

No. of Lectures

8

11

111

IV

V

8

8

8

10

10

Autoregressive process tests for

VI

VII 8

W1,h
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Suggested Readings:

1.

I
3

4
5

6.

7
8.

Gujrati, D.N. and D.C.Porler (20 17). Basic Econometrics, 6th Edition McGraw Hill
Maddala, G.S. and K. Lahiri (201 0). Introduction to Econometrics, 4th Edition. Wiley,
Greene, W.H. (2012). Econometric Analysis, 7th Edition. Pearson.
Studenmund, A.H. and B.K. Johnson (201 7). Using Econometrics: A Practical Guide. 7th Edition. Pearson
Johnston, J. (1984). Econometric Methods, McGraw Hill Kogakusha Ltd.
Judge. G.G.. R, C.Hill. W.E.Griffiths, H. Lutkepohl and T.C. Lee. (1988 }. Introduction to the Theory and
Practice of Econonretrics, 2nd ed., John Wiley and Sons.
Kmenta, J. ( 1986). Elements of Econometrics, 2nd ed., Mac Millan
Apte, P.G. (1990). Textbook of Econometrics. Tata McGraw Hill.

Programme/Class: M.Sc Year: Second

Subject: Statistics
Semester: Fourrh

O

taKem-i=cGieth;mfi–eamGmlaiiamm
epidemiological and health-related problems
Course Outcomes: : On successful completion of this course the students will be able to

• Know the techniqua to summarize medical and health-related data.

• Understand the basic principles of probability and how they relate to biostatistics.

Credits: 4
Core: Compulsory

Max. Marks: .
Minimum Passing Marks: .

Total No. of Lectures-Tutorials-Practica1 (in hours per week): L-T-P: 4-0-0
Unit

1

Topics
> ence and

incidence rate, Association between prevalence and incidence. Uses of
prevalence and incidence. problems with incidence and prevalence
measurements.

Clinical ageement. Kappa statistics. Mantel-Haerkszel test. Intra-class
correlation. Surveillance.

Assessing the validity and reliability of diagnostic and screening test, Va]idity
of screening test – sensitivity, specificity, positive predictive value and
negative predictive value.

Reliability. miaMMaid
applications, Overall accuracy,

s and
blas9 Confounding, Controlling confounding, Measurement of interactions,
Generalizability

c Ids

ratiOl Estimating potential for prevention – attributable risk, Comparison of
relative risk and attributable risk

No. of Lectures

8

11

111

IV

V

7

8

7

10

10VI

Odds ratios for retrospective studies, Odds ratios approximating the
prospective RR, Exact inference for odds ratio analysis of matched case-
control data.

VII 10

:st%
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Suggested Readings:

1.

2

3.

Altman, D.G. (2006). Practical Statistics for Medical Research. London: Chapman and Hall.
Rosner, B. (2006). Fundamentals ofBiostatistics.
Bonita, R., R. Beaglehole and T. Kjellstrom (2006). Basic Epidemiology, 2"d Edition. World Health

Organization.
Gord js. L. (2004). Epidemiology. 3“i Edition. Philadelphia.
Dunn. G. and B. Everitt (1995). Clinical Biostatistics: An Introduction to Evidence-based Medicine.
Edward Arnold

Daniel, W. W. and C.L. Cross (2012). Biostatistics: A Foundation for Analysis in the Health Sciences,
10th Edition. Wiley.

4

5.

6.

Programme/Class: M.Sc Year: Second
Subject: Statistics

Semester: Fourth

Course Code: 1020605 1 Course Title: Advanced Operations Research
–eilMI(it;Xiiiiii-VjiihMtsnm foundation in the advanced optimization techniques for the solution of
the problems covered in course contents.

Course Outcomes: On successful completion of this course, the students u'ill be able to:
• Develop the ability to formulate fairly complex optimization problems in the context of practical

problems.

Credits: 4
Core: Compulsory

Max. Marks: . . ...
Minimum Passing Marks: ... .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

Unit

I

Topics
Tnteger Linear Programming: Concept of integer linear programming problems,
Gomory’s all IPP techniques, Branch and Bound method for solving IPP,
Applications of IPP

Quadratic Programming: Structure of quadratic programming, Kuhn-Tucker
conditions, Wolfe's modified sirnplex and Beale's methods for solving a Q,P.
Replacement Problem: Replacement policy of items whose maintenance cost
increases with time constant and varying scrap value.

Revised Simplex Method: Standard forms for revised simplex method.
Computationa] procedure for standard form- 1 and standard form-2.

Job Sequencing : Assumptions, Solution of sequencing problems, Processing n
jobs through two machines, Processing n jobs through three machines, Processing
two jobs through n-machines, Processing n-jobs through n-machines.

CPM-PERT: Development of CPM/PERT techniques, events and activities,
application of CPM/PERT techniques.

Network diagram representation, rules for drawing Network diagram, Critical Path
Analysis, Project evaluation and review technique (PERT). Updating of the project,
Resource allocation.

No. of I.ectures

8

11

111

IV

V

8

9

8

12

7

8

VI

Vll

Suggested Readings:

1. Taha. H. A. (1982). Operations Research: An Introduction. MacMillan Publishing C-olnpany, New York
2. Hillier, F.S. and G.J. Leiberman (1962). Introduction to Operations Research. Holden Day.
3. Kanti Swaroop, P.K.Gupta and M. M. Singh ( 1985). Operations Research. Sultan Chand and Sons.

\hq
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4. Churchmarl C. W., R.L. Ackoff and E.L.ArnotT(1957).' Introduction to Operations Raearch. John Wiley
5. Hadley G. and T.M. Whitin (1963). Analysis of Inventory Systems. Prentice Hall.
6. Starr, M. K. and D.W. Miller (1962). Tnventory Control – Theory and Practice. Prentice Hall
7. Shambl int J.E. and G.T. Stevens (1974). Operations Research: A Fundamental Approach. McGraw Hill.

Programme/Class: M.Sc.

r Methods

Course Objectives: To introduce students with statistical simulation, random number generation and variance
reduction techniques

Course Outcomes: On successful completion of this course the students will be able to:

• Understand the basic ideas of random number generation using different techniques

+ Learn theoretical methods and practicable techniques of statistical simulations.

• Understand how to apply Monte Carlo simulations and the EM algorithm.

Max. Marks: .

Unit

I

11

111

IV

V

VI

VII

Suggested Readings :

Rubinstein. R.Y. and D.P. Kroese (2008). Simulation and the Monte Carlo Method, Second Edition. Wiley.
Voss, J. (2014). An Introduction to Statistical Computing: A Simulation Approach. Wiley.
Ross. S.M. (2012). Simulation. Fifth Edition. Academic Press.

Thomopoulos. N. T. (2013). Essentials of Monte Carlo Simulation. Springer.
G.S. Fishman (1996). Monte Carlo: Concepts, Algorithms. and Applications. Springer.
M. A. Tanner ( ] 996). Tools for Statistical Tnterference. Third edition. Springer.

I

2

3

4

5.

6

28

Semester: FourthYear: Second
Subject: Statistics

Credits: 4
Core: Compulsory

Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0

of LecturesNo.Topics
Introduction and need of statistical simulation. Random number generation,

requisites of a good random number, methods of random number generation
such as linear congruential and mixed congruential.
Statistical tests for pseudo-random numbers. Methods of generating random
variables such as inverse transform, composition and acceptance-rejection
methods

Monte Carlo integration and variance reduction techniques: Hit or miss
Monte Carlo method, sample mean Monte Carlo method. importance
sampling. correlated sampling contTo] variates. stratified sampling. antithetic
variates, partition of region

EM algorithm: applications to missing and incomplete data problems.
mixture models. Smoothing with kernels, density estimation.

Simple nonparametric regression. Smoothing with kernels: density
estimation, choice of kernels .

Simulation based testing: simulating test statistics and power functions.
permutation tests. Bootstrap methods: resampling paradigms, bias and

standard errors, confidence intervals, bootstrapping in regression.

Jack-knife and cross-validation: Jack-knife in sample surveys, cross-
validation for tuning parameters.

10

10

10

7

8

8

7
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7. B. Efron and R. J. Tibshirani (1993). An introduction to the Bootstrap. Chapman and Hall.
8. J. Shao and D. Tu ( 1995). Jack-knife and the Bootstrap. Springer Verlag.

Programme/Class: M.Sc. Year: Second
Subject: Statistics

Semester: Fourth

foiFri Code: l020607 mIne Title: Rea] Analysis and Linear Algebra

Course Objectives: To introduce the students with the fundamentals of real analysis and linear algebra.

Course Outcomes: On successful completion of this course. students will be able to:

• Understand the convergence of sequence and series of real-valued functions.
• Know the concepts of continuity of real-valued functions and to differentiate between pointwise and

uni form convergence.

• Understand the rank of a matrix, characteristic roots and vectors of a matrix, and properties of
syrnmetnc matrIces.

• Understand the concepts of vector space and subspaces.

Credits: 4

Max. Marks:
Core: Compulsory

Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0
Unit

I

11

Topics
Elementary set theory, Finite, Countable and unaountable sets, Introductions
to real numbers, Open and closed intervals (rectangles). Sequences of real
numbers. their convergence. Limit superior, Limit inferior.

Cauchy sequences al

limits. Limits of standard sequences. infinite series and its convergence. Tests
for convergence and divergence oFa series.
Sequences and series of functions, Pointwise and uniform convergence,
Continuity. Uniform continuity and dif:feremiability of real-valued functions,
Maxima-minima of functions. Functions of several variables. Multiple
integrals. Change of order of variables in multiple integration.

Algebra of matrices. Standard matrices (Symmetric and Skew Symmetric
matrices, Hermitian and Skew Hermitian matrices. Orthogonal and Unitary
matrices, Idempotent and Nilpotent matrices).

Determinant and trace of a matrix, Adj oint and inverse of a matrix and related
properties. Rank of a matrix. Row-rank, Column.rank Standard theorems on
ranks

System of linear equations, Row reduction and echelon forms, Eigenvalues
and eigenvectors, Cayl ey-Hamilton theorem.

Vector spaces, Subspaces, Linear dependence and independence, Dimension
and basis of a vector space, Orthogonal and orthonorrnal vectors, Gram–
Schmidt onhogonalization process, and Orthonormal basis.

No. of Lectures

7

8

111 12

12

6

5

10

TV

V

VI

Vll

Suggested Readings:

1 . Apostol, T.M. (1985). Mathematical Analysis. Narosa Indian Edn
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2.

3.

4

5

6

7.

Shanti Narain (2005). A Course in Mathematical Analysis. S. Chand and Company, Pvt. Ltd.
Bartle, R.G. and D.R.Sherbert (20 1 1). Introduction to Real Analysis, 4th Edition. Wiley.
Ru(lin, W. (201 3). PrincipIa of Mathematical Analysis, 3rd Edition. McGraw Hill.
Biswas, S. (2012). A Textbook of Matrix Algebra, 3rd Edition. PHI Learning.
Biswas, S. (1997). A Text Book of Matrix Algebra, 2nd ed., New Age International Publishers.
Golub, G.H. and C.F.Van Loan (1989). Matrix Computations. 2nd ed.. John Hopkins University
Press, Baltimore-London.

Hadley, G. (2002). Linear Algebra. Narosa Publishing House (Reprint)
Robinson, D.J.S. (199 1 ). A Course in Linear Algebra with Applications. World Scientific, Singapore
Searle, S.R. ( 1982). Matrix Algebra useful for Statistics. John Wiley and Sons.

Strang, G. (1980), Linear Algebra and its Application. 2nd ed., Academic Press. London Neu' York

8

9

10.

11.

Programme/Class: M.Sc year: Second Semester: Fourth
Subject: Statistics

Course Title: Practical LabCourse Code: 1 020680

Course Objectives: To give hands-on instruction and experience in the selection, estimation, and interpretation
of models for statistical modelling of data from real applications.

Course Outcomes: On successfUI completion of this course. students will be able to:

• Deal with the problems based on estimation of the mean vector and Variance-Covariance mathx using
multivariate data.

• Deal with problems based on multiple correlation and regression analysis.

Credits: 4 Core: Compulsory
Max. Marks: ..... Minimum Passing Marks: .. . .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: (b04
Topics No. of Lectures

Problems based on Multivariate Analysis (Code: 1020601 )
Problems based on opted Courses (From Cod6: 1020602 to 1020607)

l 60

Practical Examination Evaluation Method : (100 Marks)
Practical Examination Evaluation shall be based on Practical record. Practica] Exercises and Viva-voce

Sl
r(
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Pre-Ph.D. Coursework Detailed Svllabus

Programme: Pre-Ph.D. Coursework Duration: Six Months
Subject: Statistics

Semester: First

o

Course Objectives: The objective of the course is to make research students learn the scientific research methods
and approaches.
Course Outcomes: On successful completion of this course, the students will be able to:

• Know basic principles of research, objectives of research, importance, types of research. The basics of
computer application in our research work.

• The skills of research paper writing.
• The knowledge of citation, bibliography, h-index, plagiarism etc.
• The knowledge ofINFLIBNET. e-journals, e-library. Scopus, database etc,

Credits: 4
Core: Compulsory

Max. Marks:
Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 4-0-0
Unit

I

Topics
e seuch9
Importance of Research, Types of Research, Raearch Methods versus
Methodology, Process of Research, Review of Literature, Formulation of the
Research Problem, Sources and Identification of a Research Problem, Status

of the Research Problem, Formulation of Hypothesis, Research Design,
Ethics in Research.

tion
procedures, data preparation, Exploratory data analysis, Parametric and Non-
parametric tests. Correlation and regression analysis. ANOVA, Multivariate
techniques! Scales of measurements, nominal, ordinal, interval and ratio

scales, Errors in measurements, Validity and Reliability in measurement
Scale Construction Techniques

J pling.
TYpes of sampling. Sampling and Non-sampling errors. Designing
Questionnaire. Determination of the sample size.

No. of Lectures

12

11 16

111 10

\vt)rd:
Handling graphics, tables and charts, Formatting in MS-Word MS Power

point: Creating Slide Show, Screen Layout and Views9 Applying Design
Template, MS Excel: Features, Formulas and Functions> Number system.
Computer codes, BCD Code, EBCDIC, ASCII, Computer /kithmetic.
Sindex9
INFLTBNET, Introduction to Peer-Reviewed and Open Access Journals! e_

Journals, oLibrary, Web of Science, Scopus, Science-Direct etc.

IV 12

V 10

Suggested Readings:

1. Kumar. R' (2011). Research Methodology A Step-by-Step Guide for Beginners. SAGE Inc

2- Gupta, S. f2010). Research Methodology Methods and Statistical techniques. Deep & Deep publications
3. Gupta, S.P. (2014). Statistical Methods, Sultan C:hand & Sons.

h r/
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4.

5.

6

7

8.

Creswell, W. (2018). Rsearch Design, Qualitative, Quantitative and Mixed methods approaches, SAGE Inc

Shortis, T. (2016). The Language of ICT: Information and Communication Technology. Taylor & Francis.
Anderson, J., B.H. Durston and M. Poole (1970). Thesis and Assignment Writing, Wiley Eastern. Ltd, Ne\v
Delhi

Kothari, C.R. and G. Garg (2014). Research Methodology: Methods and Techniques, 3rd Edition. New Age
International Publishers.

Pannuselvan, R. (2006). Research Methodology, Prentice-Hall of India Pvt., New Delhi.

Programme: Pre-Ph.D. Coursework Duration: Six Months

Subject: Statistics

Semester: First

Course Code: 1 120– –– %r&hMAdvak&def;i&aif&rehcb
Course Objectives: The objective of the course is to provide core knowledge of classical inference and useful
distributions involved in estimating the parameters with their practical applicability,
Course Outcomes: On successful completion of this course, the students will be able to:

•, Draw important conclusions regarding the population parameters.
• Obtain the classical point and interval estimates of the parameters of the lifetime distributions
• Obtain estimates of parameters under different typu of censoring schemes.

Credits: 2
Core: Compulsory

Maa
Minimum Passing Marks: . ...

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 2-0-0

o

Review of Consistency, Unbiasedness, Efficiency, Sufficiency and

completeness, Crammer-Rao inequality and its applications. 1 10

Unit

I

11

Rac>-BlackMTL; Mm1
Variance Unbiased Estimation (UMVUE). Classical methods of estimation:
Maximum likelihood estimation, Method of Moments. Least square
estimation. Cramer-Von-Mises estimation. Maximum Product Spacing
Estimation.
) n
likelihood and moment estimation under different Censoring schemes,
Asymptotic confidence interval

]0

111 10

Suggested Readings:

I

2.

3.

4

Kale, B.K. (1999). A First Course on Parametric Inference, Narosa Publishing Company.

Rohatgi, V. K. and A.K. Md. Ehsanes Saleh (2000). An Introduction to Probability and Statistics. Second
Edition, Wiley Eastern Ltd.

Balagurusamy, E. (1984). Reliability Engineering, Tata McGraw Hill Education Private Limited.

Gentle, James E. (2003). Random Number Generation and Monte Carlo Methods. Springer

jsh.
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Programme: Pre-Ph.D. Coursework Duration: Six Months
Subject: Statistics

Semester: First

o

Course Objectives: The objective of the course is to equip the knowledge and understanding of applying Bayesian
tools for predicting the parameters in real life situations,
Course Outcomes: On successful completion of this course, the students will be able to:

• Draw important conclusions regarding the population parameters
• Compute posterior distribution under different priors and loss fbnctions.
• Obtain the Bayesian point and interval estimates of the parameters of the lifetime distributions.
• Apply various techniques to test the goodness-of-fit.
• Apply various techniques of simulation like Monte Carlo simulation and Markov Chain and Monte Carlo

(MCMC).
Credits: 2

Core: Compulsory
N/lax. Marks: .. ..,

Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): 1,-T-P: 2-0-0
Unit

I

Topics
Bayesian Approach: Types of priors, Methods of obtaining priors, Types of
loss fbnctions, Risk function, Computation of posterior distribution under
different priors and Loss functions, Empirical Bayes estimation, Highest
>ostmi or density (HPD) Credible intervals.

Monte Carlo integration, Importance sampling. Accept-reject method,
Markov Chain and Monte Carlo (MCNIC) method, Metropolis algorithm,
Metropolis-Hastings algorithm, Gibbs sampling.

No. of Lectures

14

11 8

Goodness-m
density plots. Empirical cumulative distribution function, P-P plot. Q-Q plot,
Goodness-of-at criteria: Negative likelihood ftrnction, AIC and BIC criteria,
Goodness-of-fit statistics: Kolmogorov-Smirnov (K-S) test, Cramer-Von
Mises test and Anderson-Darling test

111 8

Suggested Readings:

1.

l

3

4.

'S

6.

7

Sinha, S.K. (1998). Bayesian Estimation, New Age Publication,

Gelman, Andrew (20CM). Bayesian Data Analysis. CRC Press,

Gentle, James E, (2003). Random Number Generation and Monte Carlo Methods, Springer.

Robert. C.P. and G. Casella (2010). Monte Carlo Statistical methods, Springer. New York

Lawless, J.F. (2003). Statistical Models and Methods for Lifetime Data. Wiley.

Balakrishnan, N. and E. Cramer (201 4). Art of Progressive Censoring, Birkhauser, Boston, Mass, USA

Balakrishnan, N. and R. Aggar\val (2000). Progressive Cerboring: Theory9 Methock and Applications
Birkhauser. Boston, Mass. USA,

?hb/h'
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Programme: Pre-Ph.D. Coursework Duration : Six Months
Subject: Statistics

Semester: First

Course Code: 1120604 Course Title: Reliability Theoly
Course Objectives: The objective of the course is to understand the concept of the reliability and its various function,
different system con6gurations, methods of reliability improvements with their practical aspects.
Course Outcomes: On successful completion of this course, the students \vi]1 be able to:

• Understand the concept of reliability, Markov process, renewal process, semi-Markov process.

• Estimate reliability functions for different lifetime distribution
• Describe various forms of hazard function

• Evaluate reliability for simple and complex systems.

• Use the techniques of improving and estimating the reliability in day to day real existing engineering systems

Credits: 2
Core: Colnpulsor)

Max. Marks: . ...
Minimum Passing Marks:

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 2-C)-0

Topics
Laplace and Laplace-Stieltjes transforms, their properties, Definition of Stochastic
Process, Specification of Stochastic Process, Markov Process and Markov Chain.
Transition Matrix, Renewal Process, Semi-Markov Process, Non-Markovian
Process

Definition of Reliability, Basic functions in Reliability and their Relationships,
Pointwise and steady state availabilities, Mean time to system failure (MSTF).
Constant, linearly increasing and non-linear increasing hazard models
Reliability evaluation of a Series and Parallel Systems, Reliability of K-out-of-n
System, Various types of redundancia and their reliability comparison, System
maintenance and system repair under different repair disciplines, various types of
priority redundant systems. Analysis of simple two unit reparable system models
with constant failure and repair rates

Unit

I

11

No. of Lectures

8

10

111 12

Suggested Readings :

1. Billinton, R. and Ronald N. Allan (1983). Reliability Evaluation of Engjneering Systems: Concepts and
Techniques, Plenum Press Ne\v York and London

2' Charles) E- Ebeling (2000). An Introduction to Reliability and Maintainability engineering, Tata McGraw Hill
Education Private Limited

3. Balagurub;amy. E. (1984). Reliability Engineering, Tata McGraw Hill Education Private Limited

4. Srinath. L.S. (1975). Concepts in re]iability with an introduction to Maintainability and Availability. Afhliatcd
East-West Press PH. Ltd

5 Medhi I J. (20] ] ). Stochastic Processes, New Age Tnternational (P) Limited Publishers

Programme: ProPh.D. Coursework Duration : Six Months
Subject: Statistics

Semester: First

Course Code: 1 120605 Course Title: Survival Analysis
Course OU e concept of the survival analysis and identify the
situations where it can be applied.
Course Outcomes : On successful completion of this course, the students will be able to

Explain the importance of survival analysis
Choose appropriate study designs for survival analysis
Describe the concept of estimation in the survival analysis
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Compute the risk of the event of interest at a particular point time, among those who have survived until that
poInt

Credits: 2
Core: Compulsory

Max. Marks: .....
Minimum Passing Marks: .

Total No. of Lectures-Tutorials-Practical (in hours per week): L-T-P: 2-0-0
Unit

I

Topics
Tntroduction to Surv s
Analysis, Concept of Censoring And its types: Left Censoring, Right Censori
Interval Censoring , random censoring, Tools for Survival Analysis: Survi'
Function Cumulative Distribution Function, Probability Density Function. Haz.
Function and Relationships between them.
Estimation of Survival Function using Complete Survival Data, Kaplan and Meier
Method of Estimation, Construction and Interpretation of Kaplan-Meier Survival
Curve, Standard Error and Confidence Interval Estimate of Survival Function.

No. of Lectures

12

11 12

1.og-rank Test for Comparison of Two Groups, Log-rank Test for comparison of
more than ’l'wo Groups.111 6

Suggested Readings:

1

2.

3.

4.

5.

6

Sinha. S.K. (1986). Reliability and Life Testing. Wiley Eastern Ltd.

Mann, N., E. Schafer and Singapurwalla (1974). Methods for Statistical Analysis of Reliability and Life
Data, Wiley.

Arnljot Hoyland and Nlawi n Rausand (1 944). System Reliability Theory Models and Statistical Methods
A Wiley-Interscience Publication John Wiley & Sons, INC.

Lee, Elisa T. and John Wen)'u Wang (2003). Statistical Methods for Survival Data Analysis, 3'd Edition
Wiley & Sons, Inc., Hoboken, New Jusey.
Kleinbaum. David G. and Mitchel Klein (2012), Survival Analysis 3"d Edition. Springer New York

Dordrecht Heidelberg London
Cleves. M. William W. Gould and Roberto G. Gutierrez (2010). An Introduction to Survival Anajysjs
Using Stata, 3"i Edition. Stata Press, USA
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